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Crarbsl IMOCBSAINEHA PEIIEHUIO OJHOI0 KJIACCa HErVIQJIKUX YPABHEHUN C MCIIOJIb30BaHN-
eM QyHKIUA-MakcuMyMa. Ha ocHOBe MpHHIMIIA MAKCUMyMa SHTPOIIUN CTPOUTCS TJIadKast
PYHKIUS, AIIPOKCUMUPYIOIIasl UCXOAHYIO Heraakyo. [Ipeaiokena HoBas HT€pAIMOHHAS
dopMysa 1 JaH aJrOpUTM peIleHusT allllPOKCUMUPYIONMIE 3a1a9u. Y Ka3aHbl YCJIOBUs, IIPH
KOTOPBIX O0ECIEYUBAETCS CXOAMMOCTH. TeopeTHYecKuil aHaau3 U Pe3yJIbTaThbl PacdeToB
rokazaan 3MHEeKTUBHOCTh U HAJIEIKHOCTD aJITOPUTMA.

Introduction

We consider the following nonsmooth equations

F(z)=0 (0.1)
where F' : D C R" — R", F(z) = (fi(z), fa(z), -, fu(2))" and f;(z) = maxey, fi;(2)(@ =
1,...,n), fij(x)(j € J;) are continuously differentiable on D, J; for i = 1,..., n are finite index
sets. Obviously, f;(z)(i = 1,...,n) are nondifferentiable functions on D.

Recently, the problem (0.1) has been discussed by several authors. In papers [1-3], Newton
method and quasi-Newton method for solving nonsmooth equations have been described. Based
on the same rate of convergence in [1-3], an improved algorithm with less computing cost was
suggested in [4] and [6]. But the above algorithm is hard to accomplish in actual numerical
computation. In this paper, we propose a new idea of solving nonsmooth equations (0.1) and
our method can improve these defects. The following two steps are required.

First, we use the maximum entropy method to transform nonsmooth functions f;(z)(i =
1,...,n) to smooth functions.
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Second, we apply known techniques and new iterative formula to solve the resulting smooth
equations.

As a particular case of this idea, we propose a new algorithm for solving problem (0.1).
The structure of the paper is as follows: In Section 1, we will describe maximum entropy
function and design smooth approximating function. In Section 2, the proposed algorithm and
its convergence property are described. In Section 3, we give numerical tests to illustrate our
theoretical results. Finally, the last section contains the conclusions and an outline of the
directions for future research.

1. Design Smooth Approximating Function

For nondifferentiable problem this is hard to solve it by traditional methods including derivative.
Usually we handle it with a differentiable function approaching to objective function. A maximum
entropy function of uniform approximation to objective function is given in [5] and [9, 10].

Maximum Entropy Function. The maximum entropy function originated in the work
of L. Boltzmann [10] who studied the relation between entropy and probability in physical
systems. Subsequently, entropy concepts and ideas have been introduced in physics, chemistry,
meteorology, information science, etc. The maximum entropy function, which was introduced
by Jayned [9] has proved to be useful for obtaining convergent upper bounds on nonsmooth
objective functions.

Definition 1.1. Let p be a positive integer and let ; : D — R'(i = 1,...,k) be given
continuously differentiable functions and let ¢(x) = max;<;<x{¢;(x)}. The maximum entropy
function ¢, : D — R of ¢y, ..., ¢y is defined by

op(z) = iln{zexp (pSOi(x))}' (1.1)

Obviously, ¢,(z) is also continuously differentiable on D.
Lemma 1.1 (Jaynes [9]). Given ¢ > 0,3p > 0 such that ¥p > p and Vo € D

lop(z) — p(z)] <e. (1.2)
Also, if 1 < p <gq, then
pq(r) < p(). (1.3)

Proof. Let v;(x) = exp(p;(z)) (i = 1,...,k) and let v(z) = (vi(z))kx1. For each z € D
(Vp=1)

k

=1

1/p k 1/p
[o(@)ll, = [ vi(x)p] = [Z eXp(psOi(fC))] :

So
ep(z) = In([[v(z)]],)-
Now

Jo(a) e = lim Jfo(x), = max{exp(e (@)}
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So
In(Jlu()loo) = max {¢i(x)},
Jim ,(z) = max ¢i().

This proves (1.2). Finally, according to Jensen’s inequality, (1 < p < q) = (|[v(2)|l, < |[v(2)|l,),
so In(||v(2) |y < In||v(2)|l,) whence pq(x) < ¢,(x). So (1.3) is proved. O
Lemma 1.2. Vo € D, we have

p(x) < pp(z) < plz) + —. (1.4)
Proof.

op() —0(x) = ' {Z exp(pcpi(w))} —p(z) =

p

= —In {Z exp(p(pi(z) — 90(37)))} :

i=1

b

By definition of ¢(z), ¢;(x) —¢(x) <0 (i = 1,...,k) and there is at least one j € {1,...,k}
k

such that ¢;(x) — ¢(x) = 0. Therefore 1 < > exp(p(¢i(z) — ¢(x))) < k. Therefore we have
i=1

0< i {Z exp(p(pi(r) — s0(33)))} <

p i=1

So we complete the proof.

Because of differentiability and other good properties of maximum entropy function, it is
extensively applied to the field of nonlinear programming, stochastic programming, nondifferentiable
programming, multiobjective programming, etc.

Smooth Approximating Function. Let m; be the cardinality of set J; (i =1,...,n), so
maximum entropy function of f;;(x) (j € J;) is defined as follows

fiplz) = %m {Zexp (pfij(x))} (1.5)

Jj€J;

Inm;
where p(> 1) is entropy factor. And Vo € D, we also have f;(z) < fi,(z) < fi(x) + sl ,
p

fig(@) < fip(x) Vg>p>1,i=1,...,n. And the function f;,(z) is continuously differentiable
on D.
From Lemma 1.1 and Lemma 1.2, we know that

lim fi,(z) = filx), i=1,...,n.

p—too

Namely, fi,(x) is uniform approximation of f;(x). Obviously, it is reasonable and feasible that
we substitute a differentiable function f;,(z) for fij(x). With the idea of maximum entropy
function, we can transform (0.1) to the approximation differentiable equations:

F,(x) =0, (1.6)
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where Fy(r) = (fip(), fop(T), - 7fnp(x))T-

1
Theorem 1.2. Given € > 0,dp, > 1, such that <p =pp > ﬂ, m = max{m&) ,
£

1<i<1
[F(2) = F(a")|loo <& or [[Fp(2) — Fp(z")]|eo <€

where T is a solution of problem (1.6), x* is a solution of problem (0.1).
Proof. Because z* is a solution of problem (0.1), we have

(1.7)

filz™) = HéaJx{fZ](m)} =0, i=1,...,n,

|fip(x7) = fi(2")] | fin ()| =

<

Jje€Ji

% In {Z exp (pf,j(x*))}

Inm; Inm
<

<—, t=1,...,n. 1.8
) ) (1.8)

And 7 is a solution of problem (1.6), so f;,(Z) =0 (i =1,...,n). Then we can prove

ﬁmSwasM@+ﬂT

, 1=1,...,n,
fi(@) < B IRy (1.9
i\T)] > >—) 1=1, , .
p p
1
Let p = pp > _nm) from (1.8) and (1.9), we have
€
|F (%) = F(2")||oe = | F(Z)]loc <,

[F5(2) = Fp(a")[|oo = [[Fp(27) [l < €.
So we complete the proof.

2. Algorithm and Convergence

Convergence. Let v € R(y # 0). We consider fixed point problem as follows

v —vfip(x) =2 i=1,... n.

(2.1)

Obviously, fixed point problem (2.1) and problem (1.6) are equivalent. So we have

x§k+1)

xgk) — 7(k)f2-p(x(k)), i=1,...,n, k=0,1, (2.2)
According to properties of maximum entropy function, it is clear that the solution of problem
(2.2) approaches the solution of problem (0.1) under the condition of iteration convergence with
p — +00.

Let

o — o ® f (o)
G(z®) = e

, then G’(x(k)) — ] — ’y(k)U(k)M(k),
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1
where U® = diag(ul", ..., u), ul¥ = :
o ) >~ exp(pfi;(z®)

JEJ;

OFi, O0fy1
Z {exp(pflj (a:(k)))—f(llj) } e Z {eXp(pf1j (z™®)) {113) }
M _

anj k aﬂj
Z{mﬁh@%%&} o fewohisa) 20 ]

j€Jn i j€Jn Dz
Then we have
g5 = G2™), k=0,1,... (2.3)

Theorem 2.1 [8]. The sufficient condition of iteration convergence of (2.3) is p(G'(z®)) < 1,
where p(G'(x™)) = /max \((G"(z®)T(G"(z®)) is spectral radius of G'(x*)).
Theorem 2.2. Suppose x* C inl(D) is a fixed point of the map G : D C R" — R™. If

1
(%)
(2.3).

Proof. Suppose A is an arbitrary eigenvalue of the matrix
(U(k)M(k))TU(k)M(k) _ (M(k))T(U(k))2M(k)
and z € R is an eigenvector corresponding to A, then (M )T (U®)20f*) 2 = \» and

L AR UWRM®)s (MW OWRMWz)

2Tz 2Tz

S22 S 20 )2
B ; u; ( z); - ; max <;<n{ui }( z); (M(k)z)T(M(k)z) B ZT((M(k))TM(k))Z
= < = .
- 2Tz 2Tz 2Tz

Obviously, we can deduce that p?(U® M®) < p2(M®) (namely p(URM®) < p(M*)),

1
and 7% < Iy such that p(y®WU® M®E)) = E) p(UE MR < 4F) p(M*)) < 1. Therefore
p

p(G/ () = p(I = UMW) <1

From Theorem 2.1, we know that Vz(®) € D, 2* is an attracting point of iterative sequence
(2.3).

Algorithm. With the preceding ideas, we suggest the following algorithm for solving
problem (0.1).The detailed steps of the algorithm are as follows.

Step 1. Construct corresponding maximum entropy function and transform the nonsmooth

equations (0.1) to the following smooth equations

(k=0,1,...), then V(O € D, z* is an attracting point of iterative sequence

fip(z) = %ln {Zexp (pfzj(ac))} , i=1,...,n.

JE€J;

Step 2. With given initial point (®) € D and entropy factor p(> 1), solve the above smooth
1
p(M®)
,y(k)

:UZ(-kH) = xz(-k) - —ln{ZeXp (pfij(a:(k)))}, i=1,...,n, k=0,1,...

p J€J;

equations by following iteration (lety(k) <
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Step 3. If | F(x™)||oe > € and ||z® — 2*=D|| > ¢, then go to Step 2.
Step 4. Output z*), end.

In the process of actual computing, we ought to notice the following three points:

1
— according to Theorem 1.2, let p > M;
€

1
in numerical computation, we can select ~y T
— in order to accelerate the convergence speed of iteration, we can also improve the
algorithm by applying Gauss — Seidel iterative technique:

(k)
xz(k+1) = xl(k) B 77 " {Z €xXp (pfij(x§k+1)> T 7xgﬁ—:|l—1)7 Iz(k)a s axnk)))} 7
Jj€J;

i=1,...,n, k=0,1,...

3. Numerical Results

The algorithm has been implemented using Matlab 5.2 on Pentium-IV computer. Numerical
results for the following three examples are reported in this section, in each of which the
actual minimum is explicitly known. The symbols p, €, 2*, (¥, & denote the entropy factor,
the precision of minimum value, the solution of equations (0.1),the initial iteration point, the
approximate solution of equations (0.1).

Example 1.

mas{ f1(2), fola), fo(x)} =0

where fi(z) = z(z = 2)(z = 8)(x — 4)(z = 6), fa(z) = 2(2 — 2)(z = 8)(x — 4)(z — 6), fs(x) =
(x = 2)(x —T7), D = [0,6]. The solutions of above equation zj = 2.0, 3 = 4.0, 2§ = 6.0. Let
e=1le—4, p=10% f(x) = r;lea]g({fl(a:), fa(x), f3(x)}, with the above algorithm, the result is
as follows:

let 2(® =190, then & =2.000251, f(&)= —0.001255,

let 2® =420, then #=3.998995  f(&)= 0.064320,

let 2(® =570, then & =15.999987, f(&) = 0.001248.

Example 2.

max{ (), fol), fo(x)} =0

1
where fi(x) =z +3, fo(x) = gx—l— 1, f3(x) = —5(;1:—1—4), D = [—6,0]. The solutions of equation

5
v = 40, 5 = —2. Let £ = le—4, p = 10%, f(z) = maeep{fie), (o), fol@)}, with the
above algorithm, the result is as follows:
let 2(® =-1.90, then 2= -1.2.000, f(2)=0.0000,
let 2(® =-420, then &= —4.0000, f(z)= 0.0000.
Example 3.

gleal%({fn(x)a fi2(z)} 0
max{ fo1(2), fo2(2) } - <O>
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where fi1(z) = 23+ (v9 — 1)> + 2o — 1, fio(x) = —2% — (29 — 1)2 + 29 + 1, for(x) = sin(x; + x9),
fQQ(ZL’) == 5(71([[‘1 +3ZE2) +I2(ZL’2 - .1’1) - 2, D = ([—g7 g] s [—g, g
z* = (0,0)T. With the above algorithm (¢ = le—4, p = 10%) and let initial point 2°= (0.1,0.1)7,
the approximate solution is # = (—0.001861, 0.00027)7".

The examples above and more numerical results indicate that our algorithm works reliably
and efficiently.

T
} ) . The solution of equations

Conclusions

With the preceding study, to eliminate the defect of nondifferentiable problem with proper
smoothing method is a kind of feasible method. Though the convergence speed of algorithm only
reach linear convergence, the format of algorithm is simple, not need to compute derivative of
nonsmooth functions F'(x), require low memory capacity and be easy to implement in computer.
Another point in the paper is that, Vz(®) € D, the iterative sequence (2.3) is convergent with
suitable v* (k = 0,1,...), and so on. In articles |1, 2|, algorithm requires to compute set
of OpF (™) and 8, F(x™) which is hard to do in general (where the definition of 9z F(z®),
O F (™)) is given in [1]. In articles [4, 6], one also requires to compute V fi;, (z®), ..., f.;. (z*)),
where j; € J;(x), defined in [4, 6]. In the paper, we improve the above defects.

A direction for future research is to investigate the existence and uniqueness theorems for
solution of nonsmooth equations (0.1) within a given region of n-space, and give sufficient
condition which guarantees that a given multidimensional interval contains exact solution of
the problem (0.1). Another area for future research is to find additional theoretical convergence
results for the new iteration formula and to find a way to produce the {z®)} sequence converging
to x* without a prior knowledge.

Acknowledgements: We thank both referees for their valuable suggestions and remarks which
improve this paper.
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