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OnTuMasibHOE AP0 MaTPHUIBI PErPECCUU PACCIUTAHO METOJOM IIOJIYOIPEIeIEHHOIO
IIPOrpaMMHUPOBAHUS C UCIOJIB30BAHUEM Tpex Oa3mCHBIX MaTpuIil. B pabore mpemcrapiie-
HBI TIpeJIBAPUTETbHBIE PE3YJIHTATHI, UCIIOIB3YIONINe CTaHIAPTHBIE PENlePHbIE JTaHHbIE, I
KOTOPBIX BBISIBJIEHBI ONITUMAJIbHBIE TTapaMETPhI JIMHEHHON KOMOMHAITUN TPeX OA3UCHBIX Ma-

TPUIL sI/Ipa.

Introduction

The problem of identifying an optimal kernel for a specific class of data has recently found
increasing attention in the machine learning community. Chapelle et al. [6] have investigated
the selection of optimal parameters using a traditional steepest descent method. Their approach
locates a local minimum in the space of parameters. Cristianini et al. [8] have suggested
an approach which finds the kernel matrix that best describes the labels of the training set
(kernel target alignment). Lanckriet et al. [9] employed ideas from semidefinite programming for
computing the optimal kernel matrix for pattern classification problems. Bach, Lanckriet and
Jordan [1] use sequential minimal optimization techniques to improve computational efficiency
for solving support vector machine classification problems, which are based on a combination of
kernel matrices. Trafalis and Malyscheff [16] computed the optimal kernel matrix for regression
analysis problems using semidefinite programming excluding basis matrices. In this paper we
extend these ideas computing the optimal parameters for a linear combination of three basis
regression kernel matrices using semidefinite programming techniques [10, 11, 17]. We illustrate
our findings with some examples and apply them to standard benchmark data.

The paper is organized as follows: in section 1 we will provide a brief introduction to support
vector machine learning and describe the primal and dual versions for regression analysis
problems. Based on the dual formulation we will then compute the dual of the dual support
vector regression problem, since this formulation has some computational advantages for our
purposes. Section 2 introduces the semidefinite programming framework and incorporates the
results from the previous section resulting in two formulations, which were used for experimen-
tation. In section 3 we will compute a few simple examples illustrating our formulation and
then present results using standard benchmark data.

*This research has been supported partially by the National Science Foundation, NSF Grant ECS-0099378.
(© UncTuTyT BRIYHCTUTENBHBIX TexHOMOrnit Cubupckoro otnesnenust Poccniickoit akagemun Hayk, 2006.
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1. Support Vector Machine Learning for Regression
Analysis

Support vector machine (SVM) learning and other kernel-based learning algorithms can be
implemented either as a classification or regression analysis problem. This discussion will focus
on the regression analysis environment, for further information on the subject, in particular
on support vector machines in classification, we refer the reader to the texts [5, 7, 13, 18].
Regression analysis problems focus on the computation of a linear scalar based on one or more
input values (attributes). Mathematically, let the training data consist of [ vectors x; € R¢
with an a priori known output value y; € R, where j = 1, ...,1. Hence, the training set can be
written as T' = {(x;, yj)é.zl} C R4+ Vapnik [19] has shown that in the case of linear support
vector machine regression the following primal optimization problem must be solved:

(P min g flwlP, (1)
subject to
yi—wixj—b<e Vj=1,.,1, (Aj),
WTXj—l-b—yj <e Vj=1,..1 (Aj),

where w € R? is the slope of the regression function and b € R the offset with respect to the
origin. Note that for d-dimensional input data w € R¢. The parameter € can be interpreted as
the precision that is required from the regression function. Geometrically, it creates a tube of
width 2e around the regression function, within which all measured data samples (x;, y;) must
be contained.

Let A; be the Lagrangian multiplier corresponding to the first set of constraints and A
be the Lagrangian multiplier corresponding to the second set (j = 1,...,1). Define the vectors
AT = AT_AT = (A=A A=A, o, A=A, 1T = (1,1, ..., 1), and yT = (y1, ya, ..., y1) as well as
the matrix K;; = z! z; in the linear case and K;; = k (x;,%;) in the general case, where k (x;, X;)
is the kernel function. Popular kernel functions include a d-degree polynomial kernel & (x;,x;) =
(xI'x; + 1)d or a radial-basis function kernel k (x;,x;) = exp (—0.5 (x; — %) (xi — x;) /02>.
The dual problem can then be written in closed form as:

1~ ~ -
(D) W(Ky) = max —sATKA — e (AT1+ A1) +y,"A, (2)
subject to
AT1 =0 (7),
(A)j > 0 vj=1..1 (I‘)jv
(A"); = 0 Vi=1,..1 (r);.

By writing K, we emphasize that for the solution of this problem we entirely rely on the
training set excluding kernel products from the test set for the computation of W (Kjy,). We
will elaborate on K, in section 2. We also denote the vector of the training labels by y;,, again,
in order to show that this variable is solely based on training data. Note that the regression
function can be expressed as

IEYEDY (A)k (X0 %;) +b Vi=1,..1 (3)

=1
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for the training data. In this paper we identify during optimization also the k (x;,x;) for the
test data, thus, the prediction regression function for the test set can be found from

l
) =% (A)lk(xi,xj)—i—b Vi= 141, el + g, (4)

where n¢ indicates the number of samples in the test set. The bias b can be computed by
solving the complementary slackness conditions [12, 13]. We will further discuss b in section 2.

In the next step we will compute the dual problem of the dual support vector regression
formulation in (2), as this will facilitate the computational analysis. Using the variables I' =
(s ), T = (7, s7)s A= (A1, o, A1), A" = (AT, .., \)), and A = A — A* the Lagrangian
of the (dual) support vector machine regression problem can be written as:

] ]7

1
LA N m,7) = Yo A—yu A" — 3 (A—A"Ky (A =A%) —e(A+ AT
FTTA + (M)A + 7 (A - A" 1. (5)

From duality theory [2, 4] we know:
max min « x
W(Ktr) = )\]207)\;20 { %20,7;20,7? {L<)‘j7/\j77ja’yj77r)}}7 (6)

min max " *
W(Ktr) = ’YjZO,V;ZO;W {)\j207/\;§20 {L()‘%)‘j”yﬁfyj’w)}}‘

Computing the gradients VL and V-« L results in:

Val = yu—Ku(A-A") el + T+l =0; (7)

Val = —you+ Ky (A—A")—el +T" — 71 = 0. (8)
Upon combining equations (7) and (8) one finds:
T+ = 2. 9)
Since Ky, is positive definite, expression (7) can be solved for A:
A=K (yu—el +71+T)+ A" (10)

We can recompute the Lagrangian by using the results from (9) and (10):

L\, X5, m,795,73) =
=yu Kg' (yu — el + 71 +T) — 17 [K' (yo — €1 + 71+ T) + 2A%] +
(

+71"K (v — el + 71+ ) + T'T [K;; . Vo — €l + 71 +T) + A*] +

*
J
—1

1
+(THT A — 5 K (yer — el 71+ 1] KoK (i — €l + 71 +T)
and after simplifying we obtain:

1
(Yo — 1+ 714+ D) K (yo —el+714+T).  (11)

L ()\j7opt7 /\;,opiﬁ ™5 7]*) 2
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Therefore, the “dual of the dual” for support vector machine regression reduces to:

1
W (K, Topt, Topt) = min 5 (Yoo — €l + 71+ F)T Kt_r1 (Yoo — €l +71+1) (12)

subject to
2¢1 —T' >0,
r>o,

7 unrestricted.

Note that the regression parameters can be obtained from A = A — A*. Taking into account
equation (10) one finds for the regression parameters:

A=A-AN =K '(yp —el +71+T). (13)

2. Formulation using Semidefinite Programming

In the previous section we briefly discussed support vector machine learning in regression
analysis and presented the dual of the dual formulation. We will now introduce the semidefinite
programming (SDP) framework in which problem (12) will be embedded.

Let us begin by first decomposing the kernel matrix K. This matrix contains mappings of
scalar products of the input data for both the training and the test set. Since a part of the
analysis extracts information solely contained in the training set, while other parts will require
information of test set input data, we will write the kernel matrix K as:

o Ktr Ktr,t
K- 5 (14

The matrix Kj, reflects information of the training data, Ky, ; describes mappings of scalar
products between training and test set, while K, represents mappings solely of test set input
vectors. The expression in equation (2) for example operates only on scalar product mappings
K, from the training inputs:

1
W (Kyy) = max — (A — AV Ky (A=A —e(A"1+ A1) +y." (A - A
(A—A""1=0,A>0A*>0.

It can be observed that W (Kj,) is convex in Ki,. Moreover, since regression analysis
problems can be interpreted as a classification problem [3], we can use the concept of the margin
and apply it in this context. Thus, since W (Ky,) is the inverse of the margin for classification
problems, we can follow the same reasoning minimizing W (Ky,) under the assumption that
K > 0 and trace (K) = const [8]. Thus, we require semidefiniteness for all data samples, while
optimality is enforced on the training data:

min W (Ki,) (15)
subject to
K > 0,
trace (K) = «c.
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By introducing the variable ¢ the above problem can be formulated in terms of K, and K
as follows:

min ¢ (16)
subject to
K = 0,
f> W (K,
trace (K) = c.

Moreover, considering both equations (12) and (16) one can write:

min ¢ (17)
subject to
K

Y

0,
1
t > min{é(ytr—61—1—7?1—i—I‘)TK,;l(ytr—el%—Wl—i—I‘):261—I‘20,I‘20},
trace (K) = c.

The constraint imposed on I' can be shifted from the subproblem to the global problem:

min ¢ (18)

subject to

K ~ 0,

1
t > min{§(ytr—61—1-771+[‘)TKH1(ytr—61+7r1+I‘)},

2¢1 —-T > 0,

r > 0,

trace (K) = «c.

From Schur’s complement we know that for the symmetric matrix

X:XT:{BAT g] (19)
holds that if A = 0, then X > 0, if and only if S = C — BTA"'B > 0.
Using this additional information equation (18) can be written as:
mint
K, t,n,T (20)
subject to
trace (K) = ¢,
K - 0,
Ky yu—€l+71+T
T = 0
(yoo —€l+71+T) 2t ’
2¢1 -1 > 0,
r > 0.
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The matrices K;, and K contain as elements input vector scalar products or mappings
thereof. Various different mappings exist (polynomial, radial-basis function) and one aspect
of research in support vector machine learning addresses the issue of selecting an efficient
parameter for these mappings. Here, these parameters will be preselected for three basis kernel
matrices, which are subsequently optimally combined using a set of multipliers u; € . Mathe-
matically, consider

K= ,LL1K1 + MQKQ + M3K3. (21)
Here, K; describes a polynomial kernel with entries

d

ki (i, %) = (%% + 1) (22)

For experiments in this paper a value of d = 2 was selected. Next, Ky implements a radial-
basis function kernel with entries

k?g (Xi7 Xj) = exXp <—O5 (Xi - Xj)T (Xi - Xj) /0'2> . (23)
For this analysis we chose 0 = 0.5. Finally, K3 realizes a linear kernel with entries
k’g (Xi; Xj) = X;-FX]'. (24)

Taking into account the decompostion as described in equations (21)—(24) we can rewrite
problem (20):

mint

25
N171u27:u37t7ﬂ-71—‘ ( )
subject to
trace (1 Ky + Ko + 13K3) = ¢,
Ky + Ko + pusKs = 0,
Ky + Koy + usKs oy — el +71+ T - 0
(Yo — el +714T)" 2t = Y
2¢1 - T > 0,
r > o,

1y 2, (3 free.

The semidefinite programming problem in (25) leaves the parameters p; unrestricted and
one set of experiments on standard benchmark data was conducted using this formulation. In
addition we also formulated a kernel-based learning algorithm with the additional requirement
of the u; to be nonnegative. This optimization problem is spelled out in (26) and benchmark
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tests were also performed using this formulation.

mint
s pray piy &, I
subject to
trace (u1 Ky + poKa + psKs)
Ky + pa Ky + u3Ks
{ 1Ky + peKopr + 13Kz yor —€el+ 71+ T

(26)

Y
=)

Y

(Yoo — el +71+T)" 2t
2¢1 — T
r

M1y 2, 13

AVARAVARAY
oo o o©

In order to compute the predicted output f (x;) for both training and test set we require
the (A) , which can be computed from equations (13), (14), and (21). For the computation of

the bias b in equation (3) complementary slackness imposes:

viA o= 0 Vi=1,..,1 (27)
and

A, = 0 Vi=1,..,1 (28)

In addition, we know from (9) that T' + T'* = 2¢1. Therefore, if 77 = 0, we conclude that
v; # 0 requiring A; = 0. Finally, going back to the original problem in (1) we can postulate
that b = y; — wlx; — €, if A\; # 0. A similar analysis can be conducted for v; = 0, which yields

overall:
=0 — XN #0 — b:yj—WTXj—E (29)
and

V=0 — XN#0 — b=y —wx+te (30)

l -
The scalar product of w’x; can be replaced by > <A) k(x;,x;). Note that it is possible
i=1

to have both, v; # 0 and 7} # 0, resulting in data po_ints which are located entirely inside the
regression tube.

3. Computational Results

3.1. Examples

In this section we will employ the semidefinite programming problem from (25) to compute the
optimal kernel matrix for several simple regression problems. For our computations we used
SeDuMi 1.05 [14] and Yalmip [15].

In the first experiment consider the quadratic function f (x) = 2. The training set spanned
xl = (=2,-1,0,1,2) with the test set consisting of x.. = (1.5). Thus, the training output
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assumed the values of y,,/ = (4,1,0,1,4), while the predicted output y;";pr was compared
to the value yL = (2.25). For this experiment we selected ¢ = 0.01 and ¢ = 1 requiring
thus trace (K) = 1. Solving problem (25) for these values yields the following result for the
parameters p:

m 0.0222
w=1 p2 | = 0.0000 | . (31)
3 —0.0444

Keeping in mind that K; corresponds to a polynomial kernel of degree 2, K5 to a radial-basis
function kernel of degree 0.5, and K3 to a linear kernel the overall training matrix becomes:

0.3773 0.1110 0.0222 0.1110 0.3773
0.1110 0.0444 0.0222 0.0444 0.1110
Ky = Ky + 10Kow + p3Kse = | 0.0222 0.0222 0.0222 0.0222 0.0222 |.  (32)
0.1110 0.0444 0.0222 0.0444 0.1110
0.3773 0.1110 0.0222 0.1110 0.3773

The overall matrix includes also the test set, for this simple example the test set contained
only one pattern, therefore K € R6*6 carrying the values:

[ 0.3773 0.1110 0.0222 0.1110 0.3773 0.2219 |
0.1110 0.0444 0.0222 0.0444 0.1110 0.0721
K — 0.0222 0.0222 0.0222 0.0222 0.0222 0.0222 (33)
0.1110 0.0444 0.0222 0.0444 0.1110 0.0721 |~
0.3773 0.1110 0.0222 0.1110 0.3773 0.2219

| 0.2219 0.0721 0.0222 0.0721 0.2219 0.1345

Indeed, the trace of this matrix adds up to one. Moreover, for the value of the objective

function one finds ¢ = 22.31. The unrestricted Lagrangian multiplier assumes a value of
m = —0.01. For I and IT'* the following vectors are calculated respectively:
0.0000 0.0200
0.0150 0.0050
I'=1] 0.0200 | and T'" = | 0.0000 | . (34)
0.0150 0.0050
0.0000 0.0200

The vector of A’s is obtained using the following identity:

5.0953
2.0405

A=K !'(y—el+a1+T)=| —14.2701 (35)
2.0405
5.0953

and the predicted training outputs yi, ,r can be computed from

3.9967
1.0117

Viepr = KuA +01 =] 00167 |, (36)
1.0117
3.9967
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where b = 0.0167 was derived using the complementary slackness conditions in (29) and (30).
In order to identify the predicted test output introduce the matrix K = [Ky,, Ktr,t]T with

[ 0.3773 0.1110 0.0222 0.1110 0.3773
0.1110 0.0444 0.0222 0.0444 0.1110
K. — K | | 0.0222 0.0222 0.0222 0.0222 0.0222 (37)
7 Ky | | 01110 0.0444 0.0222 0.0444 0.1110 |’
0.3773 0.1110 0.0222 0.1110 0.3773

| 0.2219 0.0721 0.0222 0.0721 0.2219

where the last row corresponds to the matrix Ky, in equation (14). Indeed, the expression
KisA + b becomes now

3.9967
1.0117
0.0167
1.0117 |~
3.9967
2.2554

K A + b1 = { Yorpr } = (38)

yts,pr

where the last value is the predicted value for yL = (2.25). Equation (38) can also be interpreted
as the closed form version of equations (3) and (4).

Next, let us discuss an approximation of the function f(z) = exp(x). We computed f(z)
for values from —5 to +5 at increments of 1.0. We chose € = 0.5 and ¢ = 1. The semidefinite
programming approach identified a feasible optimal solution with an objective function value
of t = 76100. For the Lagrangian multiplier we found 7 = —5.5912. For the bias we calculated
b = 5.5903, while the parameters for the basis matrices attained the values:

1 0.0001
pw= | p2 | = 0.0558 |. (39)
M3 0.0016
W T T T T ERE T R =
120 X
100 -
80
60}
401
20¢
0

-20

Fig. 1. Comparison f(z) = exp(x). Fig. 2. Comparison f(z) = sin(z).
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Figure 1 shows the graphs for the labels y, and the predicted values y,, computed by
SeDuMi.

Note that in this experiment the predicted training labels are almost identical to the true
training labels, as the two curves are very close to each other.

For the third experiment the function f(x) = sin(z) was examined. Here, we computed
labels from 0 to 6.28 at increments of 0.4. Once more, we chose € = 0.5 and ¢ = 1. The solution
of the semidefinite programming problem yielded an objective function value of t = 3.5102
and a Lagrangian multiplier of 7 = —0.0132. For the sinusoidal function the bias assumes a
significantly smaller value of b = 0.0086 than was the case for the exponential function. For
the parameters for the basis matrices we retrieve the values:

R 0.0002
=1 p | = 0.0634 ) (40)
103 —0.0041

Figure 2 shows the two graphs for labels y, and the predicted values yp,.

Notice that for both the exponential and the sinusoidal function most of the weight of the
1; is placed on the radial-basis function kernel, while for the quadratic function in the first
experiment the polynomial kernel is disproportionately favored.

3.2. Benchmark tests

Hereafter, generalization performance for the semidefinite programming approach was computed
using problems (25) and (26). Subsets with 100 samples of the publicly available datasets
abalone!, add102, and boston® were selected as benchmark datasets. All datasets were randomly
split into a training and a test set with a training to test set ratio of 80 % : 20 %. For each
dataset 30 different scenarios were created and results are presented as an average over these
30 scenarios. As a reference the best radial-basis function kernel support vector machine is
also displayed. The kernel parameter was tuned using cross-validation over 30 training set
scenarios. The abalone dataset was first preprocessed converting nonnumeric information and
subsequently normalizing inputs and target. The goal is to predict the age of abalone from
physical measurements. The value ¢ was set to ¢ = 0.05. Performance was also evaluated on
the first of the three synthetic Friedman-functions (add10), which are all popular benchmark
datasets in regression analysis [20]. The first Friedman model has 10 attributes, however,
the output value is computed by using only the first five inputs and by including normally
distributed noise &. More specifically, the function y = 10sin (7z125) + 20 (z3 — 0.5)% + 1024 +
5xs+£ is to be examined. The 10 input variables are uniformly distributed in [0, 1]. A regression
tube of € = 5 was selected. The dataset boston with 13 attributes describing various input
characteristics (e.g. crime rate, pupil-teacher ratio, highway accessibility) predicts as output
the value of a home. The samples are normalized and ¢ = 0.1 was selected.

Table displays the mean square generalization error and the standard deviation for the
semidefinite programming formulations (25) and (26). The table also lists the mean square
error for the best radial-basis function support vector regression tuned using cross-validation.
The second column shows the e-values for which the experiments were conducted. Also, the
corresponding values for the p; are displayed. Performance of the two SDP formulations is

Ytp:/ /ftp.ics.uci.edu/pub/machine-learning-databases /abalone
2http://www.cs.toronto.edu/ delve/data/add10/desc.html
3http://lib.stat.cmu.edu/datasets/boston
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Mean Square Error on Standard Benchmark Data

Dataset | e MSE(SDP) MSE(SDP y; > 0) MSE(RBF-SVM)
o/ pe/ ps o/ p2/ ps
—0.0014 / 0.0111 / 0.0043 0/0.01/0
abalone | 0.05 | (10.400 4+ 1.923)-10~% | (10.387 +1.921) - 10~* | (10.456 & 1.923) - 104
pa /) p2 / ps pa/ p2 / ps
0.0009 / 0.0057 / —0.0040 | 0.0003 / 0.0046 / 0
add10 5 15.111 + 3.594 15.453 + 4.906 11.170 +2.314
p ) p2 ) p3 o/ p2 ) ps
0.0041 / 0.0121 / —0.0186 0/0.01/0
boston | 0.1 | (44.013+6.483)-10"% | (44.061 +6.441)-10~* | (40.897 +9.601) - 10~*

13

comparable, the difference between MSE(SDP) and MSE(SDP pu; > 0) is rather marginal for
all three datasets. For the dataset abalone nonnegative p;’s lead to a slight improvement of the
mean square error. Furthermore, for the datasets abalone and boston nonnegative y;’s result
in a pure radial-basis function solution with pu; = us = 0 for both datasets. For unrestricted
multipliers the dataset abalone shows a negative coefficient for the polynomial kernel, while
the datasets add10 and boston display a negative coefficient for the linear kernel. Compared to
the best support vector machine the SDP approach is competitive for the datasets abalone and
boston. Nonetheless one needs to keep in mind that the computational effort for evaluating
problems (25) and (26) is significantly smaller when compared to support vector machine
learning tuned using cross-validation. The solution for the dataset abalone for SDP (u; > 0)
is governed by a pure radial-basis function solution (u; and u3 are zero). The mean square
error for the corresponding support vector machine solution is very similar (10.387-10~* versus
10.456 - 10~%), since tuning for the dataset abalone resulted in an optimal radial-basis function
parameter of ¢ = 0.5, which is identical to the o used for K.

Conclusion and Outlook

In this paper we have presented a new method for calculating the regression kernel matrix as a
linear combination of three basis kernel matrices using semidefinite programming techniques.

The coefficients for the three matrices were first left unconstrained and subsequently constrained

to be nonnegative. The parameter selection problem is equivalent to a convex optimization
problem guaranteeing that this algorithm identifies the global optimum. Preliminary experimentation
on standard benchmark data show promising results for these techniques when compared to

the best radial-basis function support vector machine.
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