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The paper discusses approaches to the numerical integration of the second-kind
Manakov equation system. Emphasis is placed on the transition from writing equa-
tions in dimensional quantities to equations in dimensionless units. A combined explic-
it /implicit finite-difference integration scheme based on the implicit Crank — Nicolson
finite-difference scheme is proposed and substantiated, which allows integrating a non-
linear system of equations with a choice of nonlinear term at the previous integration
step. An algorithm for levelling the disadvantage associated with the definition of
the nonlinear term from the previous integration step is proposed. The approach of
automatic selection of the integration step, which reduces the total number of inte-
gration steps while maintaining the required accuracy of the approximate solution, is
substantiated. Examples of the calculation results for some values of the disturbance
propagation are given. The limitations imposed by the computing scheme on the length
of the integrable fiber section are described, and approaches, that eliminate these lim-
itations without the need to increase arrays dimensions, are proposed. Requirements
for initial boundary conditions are discussed.
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Introduction

Due to the presence of wave properties in microparticles, classical mechanics cannot give a
correct description of their behavior. However, this can be done with the help of quantum
mechanics created by Schrodinger, Heisenberg, Dirac, and others. The basic equation of
quantum mechanics is the Schrodinger equation. The state of microparticles in quantum
mechanics is described by the wave function, which is a function of coordinates and time
and can be found by solving the Schrodinger equation, which relates the wave function to
the particle mass, the Planck constant, and the potential energy of the particle in the force
field in which it moves.

The Schrodinger equation, like Newton’s equation in classical mechanics, cannot be ob-
tained theoretically, since it is a generalization of a large number of experimental facts. The
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validity of this relation is proved by the fact that all the consequences arising from it are
consistent with the observed experimental facts and the empirical results.

The propagation of light in fiber optics is described by the nonlinear Schrodinger equa-
tion, where nonlinearity arises due to the Kerr effect. Nonlinearity is a problem for the
transmission of information with the currently used modulation format in fiber-optic com-
munication. Indeed, the greater the intensity, the more distorted the signal by nonlinear
crosstalk, which limits the receiver’s ability to recover the transmitted information. The
task is to neutralize nonlinear effects in order to compensate for distortion and provide a
high speed of information transmission through a nonlinear fiber optic channel. So far, two
main ways of solving this problem have been undertaken: the first approach is to soften
nonlinear effects using special methods, the second way is to specially encode information in
the eigenmodes of the nonlinear channel. The second approach is based on integrating the
nonlinear Schrodinger equation.

The description of the propagation of light, given its polarization dynamics, may, under
certain conditions, which are applicable to modern fiber optic communication lines, be de-
scribed by the Manakov equations, which are special case of the Schrédinger equations |1} 2].

1. Formulation of the problem

Suppose there are two polarizations with samples of complex signals in the time domain
with some modulation (for example, 16QQAM), which allows transmitting spectral efficiency.
Physical signals propagate over fiber are continuous, but transmitted and received signals are
considered discrete in time. After the signal propagates through the fiber, a signal with dis-
tributed nonlinearity and linear distortions due to chromatic dispersion can be obtained [3].
The fiber channel model can be represented using the system of nonlinear Manakov equa-

tions (1)) [4 [5):
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where Ey = Fy(&,7) and FEy = Ey(€,7), £ — a spatial coordinate along a central axis of the
optical fiber, 7 — time, F; and E, — polarizations, each of which is a complex function,
¢ — the imaginary unit, «, [, v given process constants. Under given boundary conditions
in the form:
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where I — the length of an optical fiber cable, Ty — the propagation time. The boundary
conditions at the end of L are specified as functions Eg(7) and Eg(7), specified in
discrete time samples as values of functions Eyi(7,) and Foo(7,), with 7, = 79 + A7n,
At =Ty/N,n=0,N [6].

The task is to find a solution for backscattering [7] in the form of dependencies (3):

E(0,7) and E3(0,7), (3)

which can also be determined at discrete points in time.
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2. Equation system

The initial system of equations in dimensional variables is inconvenient for its numerical
solution. To move from problem statement in dimensional values to dimensionless values, it
is necessary to replace variables :

E E
r=a y=-—= P z:—é, p:ﬂ (4)
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where L and Ty are related by L = 272/ |3s|.
The system of equations in dimensionless quantities will be written as (5)):
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where the nonlinear term is written in the form of the product of the desired function to the
nonlinear part, for which the notation is introduced @:

O(z,y) = —ia + |z + |y[*. (6)

The boundary conditions in this case will take the form:

#(—1,8) = 20(t),  (2,0) = (2, 1)
y<_17 t) = yO(t), y(Z, O) = y(za 1)
The formulation of the problem in terms of the initial conditions is initially given on a

discrete set of points, it is logical and the solution would be to look numerically, writing the
initial relations in a finite-difference form.

) 7

3. Difference scheme

The classical implicit difference scheme Crank — Nicolson (Fig. 1) was used to write equa-
tions in the finite-difference form. The choice of the difference scheme is due to the fact
that it is implicit, which makes it absolutely stable. Another advantage of the Crank —
Nicolson scheme is that when integrating the equations of mathematical physics with the
first derivative with respect to one and the second derivative with respect to another vari-
able, it leads to the need to solve a system of linear equations with three diagonal matrices
at each integration step, which is performed by a simple tridiagonal matrix algorithm [8].

In the Crank — Nicolson scheme, the coordinate grid is used in space and time, in the
scheme in Fig. [T} the variable n is used to designate the layers in time, and the variable k
in space. The parameters on the k 4 1 layer of the coordinate grid are considered known, at
the same time, the known values should be the initial and boundary values for k = K(z =
—1), n=0(t =0), n = N(t =1). In Fig. [1] the known values are indicated by gray circles,
the values that need to be determined are the unfilled circles.

For the system of equations , the integration scheme, written in a completely implicit
form, not only does not lead to the three-diagonal system of linear equations, but does
not even lead to a linear system of equations. Let us write the system of equations in
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Fig. 1. The finite-difference scheme used to solve the system of equations: the rhombus in the
figure indicates the point for which the equality of the system of equations is written; circles —
nodes of a finite-difference scheme

the finite-difference form, using the six-point Crank — Nicolson scheme, having entered two
parameters o and 6, changing in the range [0, 1], the defining position of a shift for writing
the finite-difference relations between the two (known and unknown) layers of integration.

The parameter o is responsible for the implicit record of the linear part of equations ,
and the parameter 6 is separately allocated for the implicit record of a nonlinear multiplier
®(x,y). The first derivative in space is written by first-order precision relations for a node
(k+1/2,n).
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To record the finite-difference relations of the second time derivative on each spatial layer,
the first-order accuracy relations are used, which are written in the grid nodes as (k,n) and
(k + 1,n). By setting the o (8) parameter to a value of 1/2; the second time derivative
and the linear multiplier on the right-hand side of the nonlinear term can be agreed, also
for the node (k + 1/2,n). The combined explicitly/implicit difference Crank — Nicolson
integration scheme at each node of the finite-difference grid can be rewritten as @D, for
the tridiagonal matrix algorithm:

-1 1

an Ty + by + cp Tt = dE,
-1 1 _

an Yy Tbayp +enyy = dy,

for k =1,K and n =1, N, where:
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In order to match the recording of the nonlinear multiplier in for the same node of
the difference grid (k + 1/2,n), it is also necessary to give the parameter 6 in (8) the value
equal to 1/2; which leads to the fact that system of equations @ with respect to unknown
quantities becomes nonlinear. To avoid such a problem helps the choice of the parameter 6
equal to zero. The simultaneous choice of parameters o = 1/2 and 6 = 0 provides practical
stability of the finite-difference scheme with the simultaneous possibility of reducing the
system of equations at each integration step to a system of linear equations solved by the
tridiagonal matrix algorithm [§].

The final system of equations takes the form @D with the values of the tridiagonal matrix
coefficients in the form ((11)):

AL
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dy = (1 - U)(yk+11 - 29k+1 + yki_ll) - A_Zyk-H + (1 - U)q)kz-i-lyk-i-l'

For the coefficients at the edges, it is necessary to take into account the boundary condi-
tions , and correct the coefficients b, which in general terms can be written as:

dby = dy — alxg, dby_y =dy_; — CN—IIiV, (12)
db? = d¥ — ayyl), db%_, = d%_, — enayl.

For @ and , the integration is carried out along the spatial coordinate, and the system
of equations is solved on each spatial layer. Thus, the obtained difference scheme is a
generalization of a special case of the Crank — Nicolson difference scheme, in which all linear
terms of the equations are written according to an implicit finite-difference scheme, and the
nonlinear term is taken from the previous computational layer. The integration is carried
out in layers, from k£ + 1 to the k-th layer along the z coordinate.

4. Initial and boundary conditions

The initial conditions for solving the system of equations @ with , are the given
values of the x and y arrays at k = K(z = —1) for all values of n = 1, N. In terms of the
problem statement, the initial conditions (given values of the distribution of x and y as a
function of time at the remote end of the optical fiber at z = 1) determine the shape of
the optical signal received at the remote end. Let’s set, for example, at the remote end of
reception of the ideal signal in the form of 16QAM with switching the information signal
for = and for y. The system of equations (1), even if written in discrete-difference form @D
with , , requires that the desired functions x and y be continuous, along with their
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second derivatives with respect to time and first derivatives with respect to space. Switching
the information signal to 16QQAM implies a discontinuity of both the function itself and its
derivative. The use of a knowingly discontinuous function as initial conditions for solving
the system of equations formulated for continuous functions immediately leads to unreliable
results. In order to avoid the problem of breaking the initial data curves, the smooth joining
technique of two discontinuous curves was used. The classical function that is conveniently
used for these purposes is the hyperbolic tangent:

1 —th(q(t — p))
2 )

S(t,p,q) = (13)
where t — an abscissa, along which it is necessary to sew two functions on the interval
[to, tn]; p — a point from the interval [to, tx], determines the location of the joining; ¢ —
parameter responsible for the degree of smoothness of the joining.

For single switching information signal, the initial distribution and for the x and y rep-
resents the joining four functions in the interval [to, tx]. The first interval is x(t) = 0,
y(t) = 0 for ty < t < tp; the second segment is x(t) = 16QAM,;(t), y(t) = 16QAM;,(t) for
tp <t <ty the third segment is 2(t) = 16QAM;, (1), y(t) = 16QAM ;5 (t) for ty <t < tp;
the fourth segment is x(t) = 0, y(t) = 0 for tg <t < tx. The initial and final parts specified
by zero values of x and y are determined by the requirements of the boundary conditions .

The initial distribution is given by discrete samples:

Tp = Amaxeithn<S<tn7pM7 QM>QAM16(ZB)+
+(1 = S(tn, par qm))QAM6(ig) ) (1 — S(tn, pB, 4B))S(tn: PE,qE), forn=1,N. (14)

In (14), the first multiplier forms the unmodulated carrier frequency, the second multiplier
describes the switching at the py; point of the 16QAM signal from the value determined by
the 75 index to the value determined by the ip index, with the smoothing parameter ¢,.
The third factor in determines the switching of signals with zero boundary values at
the points pp and pg with the corresponding smoothing parameters gg and ¢g.

Figure 2| shows the dependence of signal intensity x on time for its real part at the remote
end of the fiber.

The imaginary part x, as well as the distribution for the real and imaginary parts of y, are
not shown in the Fig.[2] because the imaginary and real parts of the signal are shifted relative
to each other by a quarter of the period, and the distribution for y is similar. A fragment
of the graph illustrating ensuring continuity when switching the 16QAM information signal
is shown in the inset of Fig. [2] This shows that the smoothing technique provides both the
continuity of the function itself and its derivative. In the places where switching from the
information signal to the zero value, similar requirements of the continuity of the sought
functions are provided together with their derivatives.

5. Ensuring the necessary accuracy of integration

Two layers along the spatial coordinate are the values of the sought functions on the k
and k + 1 layers for all values of n = 1, N over which integration is performed at each
computational moment. Despite the absolute stability of the implicit Crank — Nicolson
scheme, it is necessary to be sure that during the transition from layer to layer there is no
loss of calculation accuracy and accumulation of error, which can become significant with
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Fig. 2. The initial conditions for the real part x at the remote end of the optical fiber: the initial
distribution and switching of the information signal from 0000 to 1001 in Gray standard coding

a sufficiently large number of integration steps along the spatial coordinate. In addition,
it is necessary not to lose sight of the fact that the scheme proposed above does not use a
purely implicit, but a mixed Crank— Nicolson scheme. There is an approach that helps to
minimize the disadvantage that the nonlinear addend is used in the scheme in an explicit
form.

The transition at each integration step from k to k£ + 1 layers in space is carried out
according to the following algorithm. The first step of the algorithm is to calculate the
values of the sought functions x and y on the k-th unknown layer, using the values for the
implicit multiplier @ with k£ 4+ 1 of the calculated layer from the explicit scheme. Denote
the calculated values of the functions on the k-th layer:

(zp)i and  (yp)i, (15)

for n =1, N and i — an iteration number taken after the first run is a value equal to one.

Further, an iterative process is organized to find the desired functions x and y on the
k-th unknown layer at the ¢ + 1 iteration. In this case, the implicit multiplier @ in the
computational scheme is corrected each time as if its value on the k-th layer is already
known. The value on the k-th layer itself is taken as the half-sum of the values on the k-th
and k + 1 layers, but calculated at the previous iteration:

Q)i + (Phyq)i
(B = B 08

The iteration process is carried out until the maximum difference between the values calcu-
lated on the ¢ and ¢ + 1 iterations is less than the predetermined error:

, forn=1,N, (16)

max(max (% )i+r — (2], max [(yy)it1 — (yZ)z‘) <e, forn=1N. (17)
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The proposed iterative process is rapidly converging and requires 3—7 iterations, depending
on the specified error value.

6. Integration with variable step

Another factor that allows to increase the accuracy of calculations is the mechanism for
automatic selection of the integration step. In this case, it is the automatic choice of the
integration step by the spatial coordinate — Az. The use of variable integration step allows
to take into account the behavior of the solution and reduce the total number of steps, while
maintaining the required accuracy of the approximate solution. Thus, the amount of work
and machine time can be reduced and the growth of computational error is slowed down.

The algorithm for automatic selection of the integration step is traditional, where two sets
of values of the sought functions are compared in the norm — the calculated two integration
steps with a step Az;, and the calculated one integration step with a double step 2Az;. In
case the norm is lower than the specified error, the integration step is increased 1.1—1.3
times, and the current values are recorded. At the norm above the specified error, the
integration step decreases by 0.7—0.9 times, and the integration steps are recalculated.

Combining integration with variable steps and an iterative process that levels the use of
the explicit/implicit scheme gives quite good results.

7. Numerical results

To implement the proposed numerical method, a computer program was written in the C++
programming language. Figure (3| shows screenshots of the working area of the program,
at all time points at different distances from the remote end of the optical fiber. In the
left part of the program working area, the dependences of the sought functions x and y on
time are displayed at different distances. On the upper right graph, the distribution of the
perturbation of the function x (real — blue and imaginary — red parts) along the fiber from
time at point 0.45 sr. units from the beginning of the fiber counted from the beginning of
one. Service messages are displayed in the lower right part of the program, control buttons
are located and calculation parameters are set.

Despite the fact that the discussion of the results of calculations is beyond the scope of
the objectives of this article, below there are given some analysis results of this work. First,
there is a noticeable influence of nonlinear distortions, which consist in a blurring of wave
front and the distortion of the switching front of the information signal for 16QAM. Figure
shows a noticeable shift of the signal to the beginning of the time axis, with increasing
distance from the far end of the optical fiber, which agrees well with the physical conditions
for the propagation of optical disturbance in the fiber. The boundary conditions in the form
of (or (7)) determine that there was no disturbance in the entire fiber at the initial and
final moments of time, in other words, there was a complete absence of a signal. However, the
initial perturbation indicates that all perturbation is inside the fiber section. Therefore, the
numerical calculation is possible only up to the moment when the signal was introduced into
the optical fiber. Figure|3| b shows that with continued integration beyond the fiber section
in which the perturbation is introduced, the perturbation is reflected from the beginning of
time ¢t = 0, which leads to results explained from a physical point of view.
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Fig. 3. The working screen of the numerical integration program of the equation system for
different values of the fiber length: a — at the fiber end (initial distribution); and at a distance:
b—50x Az; ¢ — 674x Az; d— 881 x Az from the remote end. Task parameters are: At = 1074,
Az = 2577, N =10000, 0 =0.5
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Figure [4] shows the calculations for the initial conditions, describing a single Gauss of a
similar pulse in time, given only for the real part of the function x. The initial values of the
imaginary part of the function x and the real and imaginary parts of the function y are set
equal to zero.

Fig. 4. The working screen of the program of numerical integration of the equation system for
the single Gauss of the similar pulse: a — at the end of the fiber (initial distribution); b — at a
distance of 312 x Az from the remote end of the fiber
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The shape of the deformation signal of the similar Gaussian, the nature and form of the
appearance of its imaginary part, corresponds to the results outlined in the works of other
authors ﬂgﬂ, which further indicates the correctness of the made assumptions, the chosen
integration methods and the correctness of the obtained results.

8. Calculations for a long section of optical fiber

Distribution of the disturbance along the time axis from its current position to the beginning
of the time reference point imposes a restriction on the possibility of calculations for extended
sections of optical fiber. Combating this restriction directly leads to the need to dramatically
increase the length of the arrays used to store information of the time interval containing all
the disturbances from the beginning to the end, while ensuring that there is no disturbance
in the entire fiber at the initial and final points of time.

However, there is an approach that can provide continuous integration for long sections
of optical fiber. For this purpose, it is necessary to consider a time segment with a sliding
integration window. Figure [5[shows an explanation diagram, which makes it possible to im-
plement calculation algorithms for long sections of optical fiber without the need to increase
the size of arrays.

The one-dimensional array that forms the sought functions on the k-th and k + 1 spatial
layers contains discrete samples with the values of the sought functions along the time axis.
The initial distribution of the disturbance at the remote end looks like a dependence shown
in the Fig. , bounded by a red frame (state A), and located in the array z from the first to
the last (/V) element. With an increase of time ¢ the disturbances shift relative to the array
indices and at some point further integration will be difficult as the disturbance approaches
the left border of the array — the blue frame in the Fig. [5| (state B). As soon as such a
moment has arrived, it is sufficient to shift the perturbation curve with respect to the array,
returning it to state A. With such a reindexing (displacement of the perturbation relative to
the array indices), the values of the sought functions in the initial part of the array (in the
Fig. |5 indicated by a blue dot-and-dash line) will be undefined. However, this disadvantage
is easily remedied by smoothly stitching a part of the values in the array region that falls
into both states (A and B) with the zero function. The values on the right-hand side (falling
into state B, but not falling into state A) may be considered unnecessary.

Al B

1 . WWWM | N N

Fig. 5. Scheme explanation for the implementation of the calculation algorithms for long sections
of optical fiber
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Conclusion

Finding an approximate solution of the Manakov equation system, associated with the mod-
eling of optical communication lines based on multimode fibers, can be carried out using
a combined explicit/implicit numerical integration scheme based on the Crank — Nicolson
scheme. Writing an implicit term in the finite difference form, taken from the previous in-
tegration step, by itself gives a good result. An approach to the formation of the initial
distribution 16QAM, which meets the requirements of continuity and smoothness of the
sought functions, is proposed. The algorithm of automatic selection of the integration step
ensures better convergence of the integration results over a long distance; moreover, it causes
a decrease in the total number of integration steps. The proposed algorithm to refine the
solution at each integration step allows levelling the deficiency of the proposed method for
determining the implicit term from the previous integration step, which in turn allows in-
tegration to be carried out with larger step. Both of the proposed iterative algorithm for
choosing the integration step and refining the solution at each step leads to a significant
reduction in the total computation time and reduces the requirements for the size of the
integration step. The algorithm has been tested that allows the calculation of compensation
distribution parameters for extended fiber sections. The results of test calculations indicate
the feasibility of the development of this algorithm in future.
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AnHoTanus

ITpenoxkena pa3paboTKa MeTo/[a IPUOJINKEHHOI'O PEIICHNs CUCTEMbI ypaBHeHHs ManakoBa Kak
OJJHOI'O M3 YaCTHBIX cjlydaeB cucTeMbl ypasHeHuil IlIpénuHrepa, CBS3aHHOIO C MOZE/INPOBaHUEM
ONTHYECKUX JINHUU CBA3M Ha OCHOBE MHOI'OMOJOBBIX BOJIOKOH. PelneHue mmercda MeTomaMu dHC-
JIEHHOI'O MHTerpupoBaHus. 1IoKkazaHo, 94TO YUCIeHHOe HHTEIPUPOBaHUE MOXKET OBITH OCYIECTBIIEHO
C UCIIOJIb30BaHIEM KOMOMHUPOBAHHOI ABHO-HEABHOI CXeMbl YHCJIEHHOI'O MHTETPUPOBAHUSA Ha OCHO-
Be cxeMbl Kpanka — HUKOJICOH ¢ 3allChI0 HEJIMHEHHOTO CJIaraeMoro B KOHEUHO-Pa3HOCTHOI dhopMe,
B3ATOrO C IMPEAbIAYIIEro Mara NHTerpupoBannd. Vcnoap30Ban ajJropuTM aBTOMATHIECKOTO BBIOO-
pa IIara UHTEI'PHPOBAHUS, PeAIN30BaH UTEPAIMOHHBIN aJIrOPUTM YTOUHEHUs DEIIeHNs Ha KaxKJIOM
mare, IpelJjIoXKeH ajrOPUTM, IO3BOJIAIONIAH IIPOU3BOANATL PacdeT I1apaMeTPOB Ha IPOTAXKEHHBIX
yuacrkax. HaxoxkeHne mpuOJIMKeHHOIO pelleHusl CHUCTEMBbl ypasHeHHs: MaHakoBa MOXKeT OBITh
OCYIIECTBJIEHO C HCIIOJIb30BaHMEM KOMOMHMPOBAHHOH fBHO-HedABHON cxeMbl Kpanka — Huxosicon,
a 3aIUCb HEJMHEHHOI'O CJIaraeMoro B KOHEYHO-Pa3HOCTHON (popMe, B3ATOIO C IPEABLIYIIEro IIara
MHTErPUPOBAHUS, JJaeT HEIJIOXOH pe3ysIbraT. AJIFOPUTM aBTOMATHYECKOI'O BBIOOpa Iara HHTerPUPO-
BaHNd obeclednBaeT JIyUIIyI0 CXOAMMOCTD Pe3yJILTaTOB MHTETPUPOBAHUS Ha OOJIBIIOM PACCTOSHIU
U CHUKEHHE HeOOXO/IMMOI0 KOJIMYECTBa IIar0B NHTErPUPOBAHUST. AJITOPUTM yTOYHEHUS PEIICHNsT Ha
KazKJIOM IIIare 1103B0JIgeT HUBEJIMPOBATh HEJOCTATOK METO/a SBHOI 3allICH HEeSBHOI'O CJIAraeMoro H
UHTErPUPOBATH C OOJIBIINM ITAaroM. AJIFOPUTM pacdeTa [1apaMeTpPOB PACIPOCTPAHEHNs] BO3MYIIIEHUS
co caBuroM (dpeiiMa MO3BOIAET CEJIATh BBIBOJL O IIEJIeCO00PA3HOCTH Pa3BUTHUSA STOIO aJITOPUTMA.

Knouesvie caosa: Cucrema ypasaenuit [IIpénunrepa, cucrema ypasaennii Manakosa, siBHO/He-
aBHag cxeMma Kpanka — Hukoscon, pacnpocTpanenne BOTH, PacIPOCTPaHEHHE CBETa B ONTHYCCKOM
BOJIOKHE.

Humuposanue: Caxabyrounos A.2K., Arapunorenros B.M., Moposos O.I., I'y6aitgyamua P.P.
HucsenHble MOIXOABI K PELICHUIO HesIMHeHHOU cucteMmbl ypasHeHuil IIIpénunarepa mjs pacupocTpa-
HEHMsl BOJIH B OIITUYECKOM BOJIOKHE. Boraucsmresnbabie Texnosorun. 2020; 25(2):80-91. (Ha anrur. s13.)
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